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Since the late 1990s, food safety certification has emerged as a prominent and influential regulatory mecha-
nism in both the private and public spheres of the contemporary agri‐food system. Food safety standards pro-
tect consumers from foodborne illnesses and help producers avoid the massive economic losses associated with
food safety breaches. We empirically examine the relationship between foodborne disease outbreaks and cer-
tification adoption by utilizing the data on food safety certification adoption in the United States and Europe
from 2015 through 2020. In our regression models, food safety certification along with select economic vari-
ables such as gross domestic product are used to explain the number of illnesses caused by foodborne disease
outbreaks. For the United States at the state level, we found that certifications to SQF, PrimusGFS, BRC, or FSSC
22000 are negatively associated with the number of foodborne illnesses. For the case of Europe at the country
level, certifications to ISO 22000 or FSSC 22000 are negatively associated with the number of foodborne ill-
nesses. We then proceed to use machine learning techniques to examine how well we can use food safety cer-
tification data to predict foodborne disease outbreaks. Applying several algorithms (ordinary least squares,
multinomial, decision tree, and random forest) to the U.S. data, we found that our models with food safety cer-
tification adoption can predict the number of U.S. foodborne illnesses or deaths with a relatively high degree of
precision (testing accuracy at around 70% or better). Feature importance analysis allows us to inspect the rel-
ative importance of each explanatory variable (or feature) for making accurate predictions of the illness or
death numbers. Through ranking the importance of explanatory variables, our study reveals that certification
information could be the second most important variable (after gross domestic product) contributing to explain
foodborne disease outbreaks.
Foodborne diseases pose a significant global health burden. For
example, 299 foodborne disease outbreaks occurred in the United
States in 2020, causing 5,987 illnesses, 641 hospitalizations, and four-
teen deaths (CDC, 2022). In Europe, 3,166 foodborne disease out-
breaks occurred during the same period, resulting in 22,010
illnesses, 1,838 hospitalizations, and 48 deaths (EFSA, 2022). Since
the late 1990s, food safety certification has emerged as a prominent
and influential regulatory mechanism in both the private and public
spheres of the contemporary agri‐food system. Food safety standards
protect consumers from foodborne illnesses and help producers avoid
the massive economic losses associated with food safety breaches.
Faced with an increasing number of food recalls, many food retailers
(e.g., Wal‐Mart, Target) now demand that their suppliers obtain food
safety certification. Government agencies have also adopted food
safety certification procedures, e.g., the Food and Drug Administra-
tion’s (FDA) new requirement of a credible food safety certification
on high‐risk imported foods.

The objective of this paper was twofold. First, by utilizing the
recently compiled data on food safety certification adoption in the Uni-
ted States and Europe, we empirically investigate the association
between foodborne disease outbreaks and the adoption of food safety
certifications in these two regions separately. Food safety certifications
intend to provide assurance to food safety.

Our research could provide the first insight into an important ques-
tion of whether the use of food safety certification is associated with
fewer disease outbreaks.
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Second, we use machine learning techniques to examine how well
we can use food safety certification data to predict foodborne disease
outbreaks. It is difficult to predict disease outbreaks. However, food
safety certifications have been increasingly popular among food pro-
ducers worldwide in the last two decades, displaying tremendous vari-
ation in the degree of adoption among and within countries. For
example, for the year 2020 (based on our own data), the number of
sites certified to ISO 22000, a major (private) food safety standard,
ranges from a few in Luxembourg and Malta to 929 and 2,069 in Italy
and Greece, respectively. For the same year in the United States, the
number of sites certified to PrimusGFS, the leading food safety stan-
dard in the United States by number (Hu et al., 2022), ranges from
almost none in states such as Connecticut, New Hampshire, and Kansas
to 1,261 in Arizona and 6,478 in California. We explore whether we
can utilize such large variations across regions and over time to help
predict foodborne disease outbreaks. In particular, we use several algo-
rithms (decision tree and random forest) to assess how well these cer-
tifications can be used for prediction purpose and then compare the
importance (feature importance) of certifications against other con-
ventional economic control variables such as the gross domestic
product.

Our study is closely related to three strands of literature. This first
is a small but growing literature on private food safety certifications
(Bovay, 2022; Hu et al., 2022; Rao et al., 2021), which can be divided
into European‐based ones (British Retail Consortium [BRC], Global
Good Agricultural Practices [GlobalG.A.P.], Food Safety System Certi-
fication [FSSC] 22000, International Organization for Standardization
[ISO] 22000, International Featured Standards [IFS]) and U.S.‐based
ones (Safe Quality Food [SQF] and PrimusGFS, Table 1 in Hu et al.
(2022)). Rao et al. (2021) reviewed the 45 articles that discuss the
European standards and found that these retailers initiated standards
to change the agri‐food supply chain in a way to allow the retailers
to exert more influence without taking on additional legal and eco-
nomic liability. Hu et al. (2022) provided an overview and conceptual
framework of the private food safety certification market and reviewed
34 empirical studies devoted to this topic. They found that almost all
of these studies focus either on the determinants of the adoption of cer-
tification or the impact of certification on farmers (e.g., financial per-
formance, price, and quantity), firms (e.g., firm productivity and
worker’s welfare), industries (e.g., vertical integration), and exports
(e.g., volume and value). Our research falls under the broad category
of certification’s impact but aims to enrich the literature by extending
the outcome measure to disease outbreaks at the aggregate level.

The second related literature includes economics studies on food-
borne diseases. A search of the keywords “foodborne disease” in the
Table 1
Summary statistics for the United States (unit: state)

Definition Sample siz

Illnesses Number of foodborne illnesses (cases) in a state 266
Death Number of death in a state 266
GDP State real gross domestic product, billion dollars 266
FarmInc Farm income, million dollars 266
FoodEmp Food manufacturing employment, thousand 266
SQFa Number of sites certified to SQF 266
GFS Number of sites certified to PrimusGFS 266
BRCb Number of sites certified to BRC 266
Enforcement Number of USDA enforcement actions 266
GAPc Number of sites certified to USDA GAP 173
GlobalG.A.P. Number of sites certified to GlobalG.A.P. 173
FSSC22000 Number of sites certified to FSSC 22000 173

a Safe Quality Food standard.
b British Retail Consortium standard.
c USDA good agriculture practice.
d Many states have the same minimum values, e.g., Delaware and Wyoming bot
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economics literature database EconLit yields about two dozens of pub-
lished studies. The majority of these studies tend to examine con-
sumers’ risk perception of and response to foodborne disease
outbreaks and the associated costs (Meagher, 2022; Roberts &
Foegeding, 1991; Roberts & Marks, 2019; Shan et al., 2019;
Sundström, 2018). For example, Sundström (2018) estimated the total
cost for the five major foodborne illnesses (Campylobacter, Salmonella,
E. coli, Yersiniosis, and Shigellosis) amount to 142 million euros a year
for the case of Sweden. Consumers generally responded to news or
advice about food contamination (Arnade et al., 2013). In the specific
case of consumers in New York State, Zheng and Kaiser (2009) found
that an additional person sickened due to the ingestion of tainted
cheese products at home decreased per capita milk demand in New
York State by 0.13 percent (or 0.07 pounds).

Several other studies in this literature discuss strategies against the
outbreaks. Himmler et al. (2020) showed that most consumers sur-
veyed in the United Kingdom, Denmark, Germany, Hungary, Italy,
and the Netherlands were willing to pay for an early warning system
(an increase in safety) for foodborne disease outbreaks. More recently,
Anderson et al. (2022) examined the effects of many U.S. municipal‐
level efforts that were viewed important in fighting against food‐
and water‐borne diseases. They found that water filtration was associ-
ated with a significant reduction in infant mortality during the period
1900–1940.

The last related strand is machine learning applications in the fields
of economics, agricultural economics, and public health. Machine
learning revolves around the problem of prediction and has found its
own place in the statistical and econometric toolbox (Mullainathan
& Spiess, 2017; Varian, 2014). For example, Hut and Oster (2022) used
machine learning to predict households with significant dietary
changes and found dietary concentration is a significant predictor of
change, while demographics have little predictive power. Machine
learning has also seen further adoption by agricultural economists,
though applications seem limited. Empirical examples include predict-
ing agricultural trade patterns (Gopinath et al., 2020), predicting hog
inventory in China (Shao et al., 2021), estimating livestock transfer
effect in Guatemala (Mullally et al., 2021), mapping croplands (Jia
et al., 2019), etc. Storm et al. (2020) provide an excellent review of
machine learning in agricultural and applied economics. As to public
health, Wang et al. (2021) used machine learning methods to classify
foodborne disease pathogens in China. They visually analyze several
features of foodborne diseases, such as space, time, and exposed food
to disease. They found the prediction accuracy approaches 69% in
identifying pathogens (using the gradient boost decision tree model).
In a similar fashion, Zhang et al. (2021) used features such as case
e Mean S.D. Min. Max.

251.87 284.10 4 (Delawared) 1,537 (California)
0.19 0.52 0 3
390.09 473.22 29.12 2,739.34
1.68 2.78 −0.32 20.61
36.00 31.79 0.93 174.65
128.39 132.27 3 (Wyoming) 764 (California)
241.31 844.96 0 (Wyoming) 7,139 (California)
50.00 52.13 2 (Vermont) 321 (California)
21.48 34.16 0 (Kentucky) 238 (New York)
67.72 89.28 0 (Utah) 434 (Washington)
71.43 253.51 0 (Kansas) 1,780 (California)
22.14 22.72 0 (Maine) 118 (California)

h had 3 SQF adoptions in a year so we just list one state here.



Y. Zheng et al. Journal of Food Protection 86 (2023) 100136
information, exposure information, symptoms, and diagnosis results to
classify whether a suspected foodborne disease outbreak is an actual
outbreak, based on data in China.

Overall, there seems a literature gap connecting food safety certifi-
cation (which could be an important feature in predicting foodborne
disease outbreaks) and foodborne disease outbreaks, especially for
countries outside China. In particular, in an earlier study published
in this journal, Crandall et al. (2017) surveyed thousands of food pro-
ducers worldwide (mostly in North America and Europe) and reported
almost 90% of the certified supplies perceived food safety certification
were beneficial for addressing their food safety concerns. About one‐
fifth of the certified companies reported a decrease in the number of
food safety recalls. We aim to fill this void by utilizing the most
recently collected data on food safety certifications for the United
States and Europe.
Materials and methods

Data.We describe the data used in the paper. For the United States,
we obtained the numbers of foodborne illnesses (cases) and death in a
state respectively from the National Outbreak Reporting System
(NORS) Dashboard, Centers for Disease Control and Prevention
(CDC, 2022). These are state‐level data from 2015 through 2020, in
annual intervals. The summary statistics are presented in Table 1.
The number of illnesses ranges from four in Delaware to 1,537 in Cal-
ifornia displaying large variations. For the features (independent vari-
ables to be shown in the following model section), we have seven food
safety‐related features and three economic control variables.

The food safety‐related features include the number of sites in a
state certified to SQF, PrimusGFS, BRC (available for 2015–2020 for
these three), U. S. Department of Agriculture GAP (USDA GAP or
GAP for short), GlobalG.A.P., and FSSC22000 (available only for
2016, 2018–2020 for the latter three). We collected the certification
data directly from standard holders’ websites over the years, as most
standard holders provide current certification on their websites to
the public. We did not include certification information for ISO
22000 or IFS because ISO 22000 adoption in the United States has
been close to nothing, and IFS does not disclose certification informa-
tion. Therefore, we have certification adoption information for five of
the seven major private food safety standards plus one government
standard (USDA GAP). The certification data display enormous varia-
tion across states in terms of the degree of adoption.

The last feature of food safety measure applies only to the establish-
ments under USDA’s regulation, i.e., meat, poultry, and egg product
producers. The USDA files a non‐compliance if an establishment fails
to meet any regulatory requirement stipulated under the Hazard Anal-
ysis and Critical Control (HACCP) system, sanitation standard operat-
ing procedures, and sanitation performance standards. When there are
two or more non‐compliances filed on an establishment, enforcement
actions will take place. Enforcement actions are in the forms of regu-
latory control action, withholding, or suspension. We, therefore, use
the number of enforcement actions taken in a state as a measure for
the food safety practice in that state. The data source is Food Safety
and Inspection Service’s (FSIS) Quarterly Enforcement Report by the
USDA (USDA, 2022).

We selected three variables for economic controls, which are the
state gross domestic product (GDP), farm income, and food manufac-
turing employment. The data source is the U.S. Bureau of Economic
Analysis (BEA, 2022). These variables could capture the impacts of
the scale of the states and the associated agricultural/food sectors.

For European data, we obtained the disease outbreak data from the
European Food Safety Authority Dashboard (EFSA, 2022) for 2015
through 2020 (country‐level data in annual intervals). This dashboard
reports foodborne outbreaks collected by the authority from the Euro-
pean Union member states and some other countries. Our data include
3

the number of illnesses (cases) in a country caused by foodborne dis-
eases (by all pathogens), covering Austria, Belgium, Bulgaria, Croatia,
Cyprus, Czechia, Denmark, Estonia, Finland, France, Germany, Greece,
Hungary, Iceland, Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta,
Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia,
Spain, Sweden, Switzerland, and United Kingdom.

Similar to the U.S. case, we also include country‐level GDP, agricul-
tural values, and agricultural labor forces as the economic control vari-
ables (EuroStats, 2022). For food safety standards, we obtained the
country‐level adoption to GlobalG.A.P., ISO 22000, and FSSC 22000.
We collected the GlobalG.A.P. data by contacting the GlobalG.A.P. rep-
resentative in Spain directly. These are the number of GlobalG.A.P.
certificates in each country covering fruits, vegetables, and livestock
(mainly consisting of the fruit and vegetable certifications). The FSSC
data were collected by us over the years, which only cover the years
from 2017 through 2020. The ISO data were obtained from the ISO
Surveys on Certification (ISO, 2022). Table 2 presents the summary
statistics for the European data. Note due to data availability, the Glo-
balG.A.P. is measured by certificates and ISO and FSSC are measured
by sites, and as noted by the GlobalG.A.P. contact, a certificate could
cover several sites.

Econometric model. For the United States, our empirical model is
as follows:

Illnessst ¼ β0 þ β1SQFst þ β2GFSst þ β3BRCst þ β4ENFst þ β5GAPst

þ β6GlobalGAPst þ β7FSSCst þ β8GDPst þ β9FarmIncst

þ β10FoodEmpst þ∅s þ αt þ ɛst ð1Þ

where subscripts s and t stand for state and year, respectively, β0 � β10
are parameters to be estimated, ∅s and αt are state and yearly fixed
effects (dummy variables), respectively, and ɛst is the error term. There-
fore, the number of illnesses caused by foodborne diseases in a state is
modeled as a function of state certification adoption to the six food
safety standards (SQF, PrimusGFS, BRC, GAP, GlobalG.A.P., and
FSSC22000), federal government food safety enforcement action in a
state (ENF), three state economic control variables (GDP, FarmInc,
and FoodEmp), and fixed effects. We expect that the number of illnesses
is negatively correlated with food safety certification adoptions.

The European model is first specified as:

Illnessct ¼ γ0 þ γ1GlobalGAPct þ γ2ISOct þ γ3FSSCct þ γ4GDPct

þ γ5AgValuect þ γ6AgLaborct þ μr þ ωt þ θct ð2Þ

where the subscripts c stands for country, t still stands for year, γ0 � γ6
are parameters to be estimated, μr and ωt are region (Central and East-
ern, Northern, Southern, and Western Europe) and yearly fixed effects,
respectively, and θct is the error term. The number of illnesses caused by
foodborne diseases in a country is modeled as a function of country
adoption to three food safety standards that we have data (GlobalG.
A.P., ISO 22000, and FSSC), three country‐wise economic control vari-
ables (GDP, AgValue, and AgLabor), and fixed effects.

To utilize the more granular pathogen‐level data (and increase the
sample size), we also estimate a variant of equation (2) as follows:

Illnesspct ¼ γ0 þ γ1GlobalGAPct þ γ2ISOct þ γ3FSSCct þ γ4GDPct

þ γ5AgValuect þ γ6AgLaborct þ μr þ ωt þ #p þ θpct ð3Þ

where p (Salmonella, norovirus, bacterial, Campylobacter, and other
pathogens combined) indexes the four leading pathogens that cause
foodborne diseases and other types combined, #p is the pathogen fixed
effects.

Statistical methods. For the above linear regression models spec-
ified in equations (1)–(3), we use the ordinary least squares (OLS)
method. All models use the robust standard errors to account for
potential heterogeneity in the error term. For the machine learning
analysis, we focus on the U.S. data (to conserve space) to conduct
machine learning from two perspectives: prediction and feature impor-



Table 2
Summary statistics for European countries (unit: country)

Definition Sample Size Mean S.D. Min. Max.

Illnesses Number of foodborne illnesses (cases) in a countrya 178 1607.51 2655.87 2 (Luxembourg) 15,677 (France)
AgVaue Real agricultural values, million euros 178 7,517.58 10,375.65 39.00 44,051.62
AgLabor Agricultural labor force, thousands 178 315.84 435.43 3.43 1,937.10
GDP Country real gross domestic product, billion euros 178 506.52 730.11 9.17 (Malta) 2,987.19 (Germany)
GlobalG.A.P. Number of GlobalG.A.P. certificates 178 750.86 1,253.64 0 (Cyprus, Estonia) 4,397 (Netherlands)
ISO22000 Number of sites certified to ISO 22000 178 282 397.40 3 (Luxembourg, Malta) 2,285 (Greece)
FSSC22000 Number of sites certified to FSSC 22000 119 171.74 176.98 1 (Luxembourg) 870 (Netherlands)

a Countries include Austria, Belgium, Bulgaria, Croatia, Cyprus, Czechia, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy,
Latvia, Lithuania, Luxembourg, Malta, Netherlands, Norway, Poland, Portugal, Romania, Slovakia, Slovenia, Spain, Sweden, Switzerland, and the United Kingdom.
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tance. Machine learning by definition is programming computers to
optimize a performance criterion using example data or past experi-
ence. With a model defined with some parameters (regression coeffi-
cients to be estimated plus additional parameters such as weights),
learning optimizes the parameters of the model using the training
data. Then, the trained model intends to make predictions in the
future, or descriptive to gain knowledge from data, or both. Specifi-
cally, in the first step, we randomly distribute 80% of the U.S. dataset
(respectively for the illness and death equations [note in both equa-
tions we model the numbers, not if death or illness occurred]) into
training set and the remaining 20% into test set (as a standard prac-
tice), and train the regression model on the training dataset. For the
illness equation, the data to be split include the number of illnesses,
certifications, and economic variables. Separately for the death equa-
tion, the data to be split include the number of deaths, certifications,
and economic variables. In the next step, we predict the test set result
based on several criteria including the R2 measuring the goodness of
model fit (proportion of variance in the dependent variable that can
be explained by the independent variables).

We also apply k‐fold cross‐validation (fivefold in our case) to all
three algorithms to obtain the train accuracy, test accuracy, and asso-
ciated standard errors for test accuracy. The accuracy is the k‐fold
cross‐validation average accuracy. The accuracy measure represents
the share of the total outcome variance explained by the model, as
such it is closely similar to an adjusted R2. Some important hyperpa-
rameter values used are k equals 5, seed equals 3, number of estima-
tors equals 30, and tree depth is set at 12. The prediction part is
achieved by utilizing the r_ml_stata_cv and c_ml_stata_cv (for continu-
ous and limited dependent variables, respectively) packages written
for Stata. It uses the Stata/Python integration capability of Stata 16
and above to implement a variety of regression algorithms including
the OLS, decision trees, random forest, neural network, etc. K‐fold
cross‐validation is also available in this package. We present the pre-
diction results based on three algorithms: OLS, decision tree, and ran-
dom forest. These are supervised machine learning algorithms. Tree
can capture non‐linear relationships (Storm et al., 2020). Random for-
est combines the results of multiple trees and automatically detects
interactions to improve prediction (Hut & Oster, 2022; Storm et al.,
2020). All algorithms for the illness machine learning use the variables
contained in equation (1). For example, the OLS algorithm uses the
exact model specification in equation (1). A decision tree model builds
on equation (1) but combines some decision, e.g., adopting certifica-
tion, and if so, which types. A random forest model combines several
decision trees and allows variables in equation (1) to interact.

As to feature importance, we programmed directly in Python 3.1
using the RandomForestRegressor and its associated feature impor-
tance function. Our objective is to provide a visual inspection regard-
ing the importance of the food safety‐related variables versus
economic control variables in predicting disease outbreaks.
4

Results and discussion

Regression models.We first report the regression results for equa-
tion (1) in Table 3. Column (1) presents the model with the full data
for 2015–2020 but with less standard (sample size 266) and Column
(2) includes results for the years 2016, 2018–2020 where all standards
are included (sample size 173). Both models show a strong R2 at
around 0.8. For specification (1), we also tried a model that only
includes the first four variables (SQF, GFS, BRC, and Enforcement,
results not reported here), and the R2 reaches 0.78. That is, the food
safety‐related variables can provide a high prediction power for the
foodborne disease outbreaks.

Focusing on the full specification in column (2), which includes all
standards, we found that the coefficients are negative and statistically
significant at 10% or better for four of the safety standards (SQF, GFS,
BRC, and FSSC 22000). For example, given the estimated coefficient
for PrimusGFS is ‐0.099, ten state‐level additional adoption to the Pri-
musGFS standard is associated with one illness reduction (‐0.099x10)
in that state, while the association for the other three standards is even
much larger. Such results of the negative association are consistent
with our a priori expectation. All the three economic control variables
were found statistically significant at the 5% level or better, also dis-
playing the importance of accounting for the size of the economy.
For example, the state with a higher GDP or food employment is found
to have more foodborne illnesses. We also run the full specification for
the number of deaths, applying the same model specified in equation
(1) but using the tobit estimator. Column (3) of Table 3 shows, in this
case, only the PrimusGFS and FSSC 22000 standards remain statisti-
cally significant at the 10% level or better (and negative).

For the European model (reported in Table 4), we first present the
results combining all pathogens (equation [2]), with and without FSSC
22000. The R2 stays above 0.6 in both specifications. In particular, we
found that disease outbreaks are negatively associated with ISO 22000
and FSSC 22000. Ten country‐level additional adoption to the ISO
22000 standard is associated with eight illness reduction in that coun-
try, and that association with FSSC 22000 is three times larger. Sur-
prisingly, we fail to find any statistically significant impact for the
GlobalG.A.P. certification, considering its large popularity in Europe.
Columns (3) and (4) present the results corresponding to equation
(3), the model that breaks down pathogen types and increases the sam-
ple size significantly (fivefold). The results corroborate earlier findings
reported in columns (1) and (2).

Machine learning. In Table 5, we present the results for predicting
the number of foodborne disease‐caused illnesses, based on the vari-
ables used in equation (1). We present the results covering the whole
2015–2020 period but with less standards (upper panel), and the
results using four years of data (2016, 2018–2020) but with the full
six standards (lower panel). These two panels show similar results,
and we focus on interpreting the results using all standards. We found



Table 3
Regression results for the United States

Dependent Variable: Number of Illness Dependent Variable: Number of Deaths

(1) 2015–2020 (2) 2016, 2018–2020, More Standards (3) 2016, 2018–2020, More Standards

SQF (β1) −0.34 −1.989* 0.001
(0.79) (1.02) (0.00)

GFS (β2) −0.169**a −0.099** −0.001***
(0.07)b (0.04) (0.0002)

BRC (β3Þ −1.398 −5.580* 0.007
(2.97) (3.19) (0.01)

Enforcement (β4) −3.440*** −0.825 −0.003
(1.19) (1.51) (0.003)

Gap (β5) 0.57 −0.001
(0.53) (0.001)

GlobalG.A.P. (β6) 0.175 0.001
(0.21) (0.001)

FSSC22000 (β7) −4.974* −0.009*
(2.92) (0.005)

GDP (β8) −0.215 1.748** −0.009***
(0.79) (0.73) (0.002)

FarmInc (β9) −33.296* −53.374** 0.030
(19.66) (21.27) (0.07)

FoodEmp (β10) 16.966 39.121*** 0.019
(10.47) (13.16) (0.03)

R2 0.790 0.804 0.42
Adjusted R2 0.730 0.699
Log-likelihood −1672.25 −1072.00 −68.99
Sample size 266 173 173

a *p < 0.10, **p < 0.05, ***p < 0.01. State and yearly fixed effects are included in all specifications.
b Robust standard errors are in parentheses.

Table 4
Regression results for Europe

Dependent variable: Number of illnesses All pathogens combined Broken down by pathogens

(1) 2015–2020 (2) 2017–2020 (3) 2015–2020 (4) 2015–2020

GlobalG.A.P.ðγ1Þ −0.173 0.099 −0.035 0.02
(0.19) (0.23) (0.05) (0.05)

ISO22000 ðγ2Þ −1.165***a −0.780* −0.233*** −0.156**
(0.38)b (0.46) (0.06) (0.07)

FSSC22000 ðγ3Þ −2.527* −0.505*
1.38 0.29

GDP ðγ4Þ −1.750*** −1.551*** −0.350*** −0.310**
(0.45) (0.53) (0.12) (0.12)

Ag. Value ðγ5Þ 0.339*** 0.329*** 0.068*** 0.066***
(0.07) (0.09) (0.02) (0.02)

Ag. Labor ðγ6Þ −0.619 −0.941 −0.124 −0.188
(0.85) (1.02) (0.14) (0.16)

R2 0.618 0.659 0.315 0.352
Adjusted R2 0.587 0.62 0.302 0.334
Log-likelihood −1569.95 −1039.83 −7118.65 −4693.07
Sample size 178 119 890 595

a *p< 0.10, **p< 0.05, ***p< 0.01. Region and yearly fixed effects are included in all specifications. Columns (3) and (4) also include pathogen fixed effects.
b Robust standard errors are in parentheses.
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with the base OLS model, the training and testing accuracies are 88%
and 73%, respectively. These numbers improve to 99% and 74% for
the decision tree algorithm and 97% and 76% for the random forest
model, at the cost of higher standard errors.

In Table 6, we present the results for predicting the number of food-
borne disease‐caused deaths. As the summary statistics in Table 1
show, the deaths range from zero to three, thus making this prediction
largely a classification issue. In this case, the baseline is a multinomial
model (available in the c_ml_stata_cv) instead of an OLS model, which
produces a training accuracy of 89% and testing accuracy of 81% (for
either model with three or six standards). For the model with three
standards, the decision tree model improves the testing accuracy over
the multinomial model to 85%, with a much smaller standard error
5

(1% vs. 14%). The training accuracy for the random forest model is
80%, while its training accuracy is perfect. For the model with six stan-
dards, the results are similar. While the decision tree model and ran-
dom forest model produce a higher training accuracy, the testing
accuracy is similar to that of the multinomial model. While the stan-
dard errors of testing accuracy are lower for the decision tree and ran-
dom forest models, their classification error rate is higher for testing.

Finally, we turn to the results of the feature importance. In Figure 1,
we present the results on feature importance based on random forest
for the U.S. model. This allows us to visually inspect the relative
importance of each attribute (feature) for making accurate predictions.
Python (Scikit‐Learn package) measures the feature importance by
examining how much the tree nodes that use a feature reduce impurity



Table 5
Machine learning results for the number of illnesses in the United States

Methods Training Accuracy Testing Accuracy Standard Errors (Testing Accuracy)

2015–2020, 3 Standards
OLS 85% 60% 28%
Decision Tree 84% 63% 38%
Random Forest 97% 76% 31%
2016, 2018–2020, 6 Standards
OLS 88% 73% 20%
Decision Tree 99% 74% 36%
Random Forest 97% 76% 31%

Table 6
Machine learning results for the number of deaths in the United States

Methods Training Accuracy Testing Accuracy Standard Errors (Testing Accuracy) Classification Error Rate

Training Testing

2015–2020, 3 Standards
Multinomial 89% 81% 14% 43% 8%
Decision Tree 87% 85% 1% 14% 17%
Random Forest 100% 80% 10% 35% 17%
2016, 2018–2020, 6 Standards
Multinomial 89% 81% 14% 12% 8%
Decision Tree 92% 81% 12% 9% 19%
Random Forest 100% 80% 10% 0% 17%

0.00
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Figure 1. Feature importance (U.S. Model). Obtained through random forest in python.

Y. Zheng et al. Journal of Food Protection 86 (2023) 100136
across all trees in the forest on average (Géron, 2022). The feature
importance in Figure 1 is scaled so that the sum of all importance is
one.

Figure 1 illustrates the feature importance from the highest to the
lowest is GDP (29%), BRC (18%), food employment (9%), enforce-
ment (9%), farm income (8%), GFS (7%), GAP (6%), SQF (6%), FSSC
6

22000 (5%), and GlobalG.A.P. (4%). It is not surprising to see GDP
ranks the highest among all the features. However, it is worth noting
the adoption to a certain food safety standard, namely BRC, can rank
second in the importance in predicting food safety disease outbreaks,
with a feature importance index much higher than other economic
variables such as employment.
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Overall, several results emerge from our empirical analyses, with
potentially important policy implications. First, we found a negative
association between food safety certification association and food-
borne disease outbreaks. In particular, we found that certifications to
SQF, PrimusGFS, BRC, or FSSC 22000 are negatively associated with
the number of illnesses related to foodborne diseases in the United
States. For the case of Europe, we found that certifications to ISO
22000 or FSSC 22000 are negatively associated with the number of ill-
nesses related to foodborne diseases.

Second, through machine learning (mainly decision tree and ran-
dom forest algorithms), we found that our models with food safety cer-
tification adoption can predict the U.S. state‐level illnesses caused by
foodborne diseases with a relatively high degree of precision (testing
accuracy at around 75%). Such testing accuracy reaches over 80%
for predicting the number of deaths (U.S. state level) caused by food-
borne diseases, which is a classification problem. Through further
analysis of feature importance, we found that certification information
(i.e., BRC adoption) could be the second most important variable (after
GDP) contributing to explain foodborne disease outbreaks. These
results highlight the potential importance of utilizing certification data
in future government efforts to monitor or predict foodborne disease
outbreaks.

Though our results provide the first preliminary evidence that food
safety certification could potentially promote food safety, we empha-
size association and do not intend to claim causality in our study
design. This is the first limitation of the study. Second, we predict
the test set result not future disease outbreaks. Third, our results are
confined to the United States and Europe and may not extend to other
countries.
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